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Abstract
In this customs fraud detection application, we analyse a unique data set of 9,624,124 records resulting from a collaboration with 
the Belgian customs administration. They are faced with increasing levels of international trade, which pressurizes regulatory 
control. Governments therefore rely on data mining to focus their limited resources on the most likely fraud cases. The litera-
ture on data mining for customs fraud detection lacks in two main directions that are simultaneously addressed in this paper: 
(1) behavioural and high-cardinality data types are neglected due to a lack of methodology to include them. We demonstrate that 
such fine-grained features (e.g. the specific entities such as consignee, consignor and declarant and the commodities involved 
in a declaration) are very predictive. (2) Studies in the tax domain most often use standard learning algorithms on their fraud 
detection applications. However, customs data are highly imbalanced and this poses challenges for many inducers. We present 
a new EasyEnsemble method that integrates a support vector machine base learner in a confidence-rated boosting algorithm. 
This results in a fast and scalable learner that is able to drastically improve predictive performance over the base application of 
a support vector machine. The results of our proposed framework reveals high AUC and lift values that translate into an imme-
diate impact on the customs fraud detection domain through an improved retrieval of tax losses and an enhanced deterrence.
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1  Legitimacy should be interpreted broadly and is not limited to veri-
fying whether the imposed duties are paid and transport documents 
are filled in correctly. It also means protecting the environment and 
society against imported harmful/dangerous goods (e.g. counterfeit 
goods of low quality).
2  Additionally, national taxes such as value-added tax (VAT) and 
excises related to international trade transactions can be collected by 
customs authorities.
3  The taxable amount is the customs value or the amount on which 
the tax is levied.
4  We refer to https​://finan​cien.belgi​um.be/nl/Stati​stiek​en_en_analy​
sen/jaarv​ersla​g/cijfe​rs/budge​t-ontva​ngste​n/ontva​ngste​n-aa-douan​e-en-
accij​nzen-1 for additional figures (also including VAT and excises).

1  Introduction

Recent decades have witnessed an explosion in the volume, 
variety and complexity of goods crossing the national bor-
ders as a direct effect of globalization, digitalization (e.g. 
e-commerce) and multi- or bilateral trade agreements [25, 
27]. Customs are faced with the task of checking the legiti-
macy1 of international trade transactions and impose2 cus-
toms duties on imported or exported goods. The growth 
rate of such trade is disproportionate to the reinforcement 
of customs resources and this poses severe challenges for 
customs authorities to verify all import declarations and 
ensure compliance.

In general, customs duties are taxes levied on the import 
and export of goods. The tariff is either a percentage of the 
taxable amount3 or a fixed amount calculated on the quan-
tity of the goods (e.g. x Euro/kg), or a mixture thereof. In 
principle, a rate is set for each type of goods. Customs duties 
serve as an important source of revenue [48]. In Belgium, 
€2,55 billion4 is collected related to import duties in 2016. 
Also, the customs rate can be adjusted to protect the domestic 
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industries from foreign exporters disrupting the local market 
with dumping prices.

The customs taxation system, like any tax regime, is 
prone to fraudulent abuse. There exist several kinds of 
fraud which are simultaneously addressed in this paper, 
such as [11, 25, 46, 48]: product misclassification, valuation 
fraud, smuggling, illegal drug traffic, importation of counter-
feit goods and the manipulation of the origin of goods. An 
important type of fraud is valuation fraud, where the value 
of a good is under-declared to illegitimately enable a lower 
tax liability. Hence, the estimation of the correct value of 
goods is a vital task and is very challenging, as it depends on 
many factors [11, 48]: the type of good, the brand and serial 
number (depends on the supplier), the country of origin, the 
imported quantity, the specific trade agreements and, finally, 
global market conditions.

To harmonize regulatory control and trade facilita-
tion5 [25, 48], customs have adopted data mining as a key 
risk management tool that allows them to concentrate their 
limited resources on the high-risk targets without sacrificing 
any capacity to the compliant operators. This view is also 
acknowledged by the World Customs Organization (WCO) 
and examples of such risk management programmes include 
cargo selectivity systems, post-clearance audit programmes 
and Authorized Economic Operator (AEO) programmes [8].

Customs authorities worldwide have similar data reposi-
tories. Within the European Union, the Single Administra-
tive Document (SAD)6 [17] forms the basis for all customs 
declarations and covers all customs procedures such as 
import, export, transit and the placement of goods in cus-
toms warehouses. The European Commission issued guid-
ance documents [14] to ensure a uniform implementation 
and a common understanding of the legislation (the Union 
Customs Code) concerning the SAD.

Efficient fraud detection leads to an immediate recov-
ery of financial losses and enables an enhanced deterrence. 
Additionally, it allows for a smoother flow of goods for the 
compliant operators. Customs can ascertain the legitimacy 
of a trade transaction by (semi-automatic) analysis of trade 
documents (e.g. invoices and declarations), employing his-
toric databases (e.g. AEO traders), gathering intelligence 
from informants and conducting physical cargo inspec-
tions [25]. With respect to valuation fraud, customs officers 
can also rely on their past experience to compare the value of 
an item under consideration with the value of similar goods 
(originating from the same country and/or supplier) [48].

There are a number of interesting domain challenges 
that require careful consideration. (1) The scoring applica-
tions require scalable data mining algorithms [27] as the 
volume of data is large and the declared goods need to be 
processed within a matter of seconds in an online environ-
ment.7 (2) The cases of fraud are rare in comparison with 
the abundant legal cases (skewed data set). This imbalanced 
learning issue needs to be tackled during the construction of 
predictive models. (3) The dynamic nature of fraud requires 
a regular update of the models and the use of different strat-
egies to target new fraud types (e.g. random targeting [25, 
27] and outlier detection [11]—see Sect. 2). Finally, (4) cus-
toms authorities have limited resources (capacity), which 
means they can only verify a small fraction of incoming 
declarations.

In this study, we outline the development of a supervised 
customs fraud detection system taking into account the 
aforementioned domain challenges. This project describes 
the results of an ongoing collaboration between the Bel-
gian Federal Public Service Finance, division Customs and 
Excise and the Antwerp Tax Academy and the Applied Data 
Mining research groups.

2 � Related work

The data mining literature on customs fraud detection is 
relatively scarce due to tax administrations perceiving this 
kind of data as highly sensitive. Nevertheless, some studies 
have been published on the topic and they can be catego-
rized into supervised versus unsupervised approaches8 [11]. 
The former type of methods requires a set of labelled (i.e. 
fraud or compliant) training instances to construct a fraud 
detection model. Unsupervised approaches are the most flex-
ible, as they do not require labelled data and can be directly 
applied to the entire population. Popular techniques in this 
class include expert rule-based systems and unsupervised 
anomaly detection methods (see the upcoming paragraphs).

The majority of studies on customs fraud detection 
employ supervised classification algorithms: Kumar and 
Nagadevara [27] apply decision trees and neural networks 

5  Trade facilitation means a rapid clearance of customs goods to have 
a minimal impact on economic commerce.
6  Each member country can stipulate a number of additional national 
regulations.

7  There are two types of inspections: (1)  physical cargo checks 
when the goods enter the territory (e.g. inspecting containers). (2) 
Post-clearance audits which entail checking the books and verifying 
trade documents (e.g. invoices, SAD declarations) for irregularities. 
Regarding the former, Belgian customs impose a 6  second rule for 
the automated processing of an article involved in a SAD declaration 
(online environment). The post-clearance audit checks can be con-
ducted up to 4 years after the date of declaration.
8  There exists a third category of techniques, the semi-supervised 
approaches, that learn a discriminative boundary around the instances 
of a single class [5]. However, they do not seem to be applied in the 
area of customs fraud detection.
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under various imbalanced learning settings on Indian cus-
toms data. Han and Ireland [25] evaluate the performance 
of three selection methods currently employed by the Korea 
Customs Service. They constitute a random selection, a 
manual selection and a supervised rule-based selection. 
Shao et al. [46] learn decision trees on the import declara-
tions in China. The learned rules are subsequently amended 
by local customs officers to integrate expert knowledge. 
Yaqin and Yuming [55] establish a classification model on 
Chinese customs data based on association rules generated 
by the Apriori algorithm. However, all these studies lack in 
three directions (which we will cover in more detail in the 
upcoming paragraphs and Sect. 3): (1) they do not incor-
porate behavioural or high-cardinality attributes; (2) there 
is limited consideration for the class-imbalance problem as 
only a single paper deals with this issue; and (3) they rely on 
performance measures that do not take the limited capacity 
of customs into account.

Unsupervised approaches are infrequently studied in cus-
toms fraud detection. Singh et al. [48] developed an expert 
rule-based system for Indian customs data, where selection 
officers propose a set of rules that have an associated sen-
sitivity (e.g. if importer is a trader then sensitivity is very 
high). The final model, a hybrid hierarchical fuzzy control-
ler, combines the sensitivity of the rules into a final sensitiv-
ity score. These rules require regular updates in a dynamic 
fraud environment, which is a daunting task. Anomaly 
detection techniques constitute another type of unsupervised 
learning approach, where one wishes to find those entities 
that display a conduct that deviates from the common behav-
iour within the population under consideration [1, 5]. One 
assumes fraud to be rare and different from the behaviour of 
the compliant majority group. The studies of Digiampietri 
et al. [11] and Rad et al. [43] fall in this category and deal 
with customs fraud in Brazil and Iran, respectively. The use 
of outlier detection methods is rare, and this trend seems to 
be confirmed in the broader area of financial fraud detec-
tion [37, 53]. This is because supervised approaches typi-
cally outperform unsupervised techniques on the known set 
of fraudsters.

Customs fraud detection applications are confronted with 
the class-imbalance problem, as the number of defrauders 
is dominated by the number of compliant entities [11, 27]. 
Many supervised classification algorithms face difficul-
ties when confronted with this imbalance [9, 29] (such as 
decision trees [31], neural networks [34] and support vec-
tor machines (SVMs) [2]). The learners will emphasize 
the majority class (e.g. compliant instances) and neglect 
the minority class (e.g. fraud cases), where the latter is the 
event of interest [52]. A complete literature overview on the 
imbalanced learning issue is beyond the scope of this paper 
and is addressed in the works of Chawla [7] and He and Gar-
cia [26]. The imbalanced learning issue is rarely addressed 

in the area of tax fraud detection. In the domain of customs 
fraud, only a single paper proposed several solutions to cir-
cumvent the problems related to class imbalance [27]. They 
rely on simple duplication of minority class instances or 
undersampling of majority class instances at random or the 
inclusion of different weights associated with the fraud and 
legal class. However, more advanced techniques exist, as 
discussed next.

In general, methods designed to overcome the imbalanced 
learning issue fall in two directions [26, 27, 32, 52]. The first 
class of techniques operate at the data level and provide a 
more balanced distribution to the underlying inducer. They 
consist of oversampling of the minority class (by duplica-
tion of minority instances or generating artificial minor-
ity examples), undersampling of majority class instances 
(at random or using some informed approach that retains 
the most important majority examples) or a combination 
thereof. The second class of methods work at the algorithmic 
level9 and integrate misclassification costs in the learning 
process (either directly during the design of algorithms or by 
including them via cost-sensitive boosting variants).

The EasyEnsemble (EE) technique was proposed by Liu 
et al. [32] as an imbalanced learning solution operating at 
the data level. The method samples a number of balanced 
subsets from the training data (bagging) and feeds these sub-
sets to the AdaBoost (AB) boosting algorithm. More details 
are presented in Sect. 4.2.3. The EE version of Liu et al. [32] 
relies on a decision tree base classifier that is fed to a dis-
crete version of AB. Their formulation has been adopted in 
several benchmark/application studies such as the works of 
Kumar et al. [28], Parvin et al. [38] and Yuan and Ma [56].

There are a limited number of published studies integrat-
ing a SVM base classifier in the EE formulation as con-
ducted in this work. However, the SVM allows the strength 
of the base learner to be controlled by an appropriate choice 
of hyperparameters and this is an attractive feature for the 
AB algorithm [52]. Miguéis et al. [35] claim to test a SVM-
based EE method, yet a detailed reading reveals that only the 
bagging component of EE is retained and the boosting part 
is ignored. Liu [30] integrates a standard nonlinear SVM 
with fixed hyperparameter settings in a discrete version of 
AB. Recently, Vanhoeyveld and Martens [52] made use of 
an instance-weighted linear SVM and subsequent logistic 
regression (LR) base classifier in the EE process, where the 
boosting component relies on an improved (with respect to 
a discrete version) confidence-rated AB algorithm [45]. We 
explain this approach in detail, together with a couple of 
advantages, in Sect. 4.2.3.

9  Methods at algorithmic level are also called cost-sensitive learning 
techniques.
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Three kinds of data sources will be considered in this 
study that, due to their inherently different nature, require a 
different modelling approach: traditional, behavioural and 
high-cardinality data. We will introduce these types in the 
next paragraphs and illustrate their distinction by means of 
an example in the area of customs; see Table 1. Section 4.1 
extends the discussion of the data set.

“Traditional” structured data are most often used in data 
mining studies and have a low-dimensional (around 10–100 
features) and dense representation in feature space [20]. 
They constitute several continuous attributes (e.g. net mass, 
price, number of items) and discrete attributes with a limited 
number of categories (e.g. transportation mode, requested 
procedure—see guidance document [14]). Encoding the lat-
ter with dummy encoding still results in a low-dimensional 
feature space.

Behavioural data are high-dimensional (around 104−109 
features) and sparse and are characterized by m-to-n rela-
tions [10, 47], as we explain next. They usually arise from 
capturing the fine-grained actions and/or interactions of 
persons or organisations (though this is not required when 
we refer to behavioural data in this study). They can be rep-
resented as a large and sparse matrix or, equivalently, as a 
bipartite graph [49] and require tailored techniques to deal 
with its high-dimensionality and sparseness. We refer to De 
Cnudde et al. [10] for an overview on the kind of classifiers 
that are suitable for such behavioural data sets. As an exam-
ple, say that we want to predict whether an article (instance) 
appearing in a SAD declaration is fraudulent or compliant. 
Since there can be many articles involved in a single decla-
ration, one could characterize each article (instance) by the 
commodity codes of all goods (articles) occurring in the 
same declaration; see Table 1. This can be represented as a 
large and sparse matrix, where an article appears in a row 
and each column (feature) corresponds to a specific com-
modity code. A value of 1 occurs at position (i, j) if article Ai 
has commodity code j appearing in the same declaration (a 

value of 0 otherwise). We refer to the top-left illustration 
of Fig. 3 to represent this situation. There can be multiple 
active features (columns with a 1) in each row, which we 
refer to as m-to-n relations (an instance can be involved in 
m relations and a column (feature) can be involved in n rela-
tions). This matrix is high-dimensional because of the more 
than ten thousand commodity codes appearing in the EU 
TARIC online database.10 Furthermore, this matrix is very 
sparse because usually there are far fewer commodity codes 
occurring in a single declaration than the total number of 
possible commodity codes.

High-cardinality variables are discrete nominal attrib-
utes that take on a large number of distinct values,11 
ranging up to several millions. Continuing the running 
example of the previous paragraph, each article can 
be represented by its associated commodity code; see 
Table 1. A similar sparse matrix representation can be 
obtained, where each row corresponds to an article and 
each column to a specific commodity code. In this case, 
each row would only show a single 1 across all columns 
(e.g. article A1 has a value of 1 only at the position of its 
associated commodity code ‘1702201090’). We refer to 
the top-right illustration of Fig. 3 to represent this situ-
ation. High-cardinality data are therefore characterized 
by 1-to-n relations (an instance can only be involved in 
1 relation and a column (feature) can be involved in n 
relations). This is the main difference with behavioural 
kinds of data, where there can be more active features in 

Table 1   Fictitious example of the different types of data occurring in this study

Each article Ai involved in a customs SAD declaration can be characterized by traditional attributes (e.g. net mass, transportation mode, 
requested procedure), behavioural features (e.g. commodity codes of all articles in the same declaration) and high-cardinality variables (e.g. 
commodity code, the recipient of the commodity (consignee), country of origin). For a subset of articles corresponding to checks conducted by 
customs officers, we know their label: compliant ( −1 ) or fraud ( +1)

Identity Structured Behavioural High-cardinality Label

Article Mass Transport Procedure Commodity codes of articles in the same declaration Commodity Consignee Country

A
1

1500 Ship 4200 {‘1702201090’, ‘0710210010’, ‘9025804090’, 
‘7202491011’}

‘1702201090’ C
2003

CA −1

A
2

2300 Train 0121 {‘5209110000’,‘9031809110’, ‘0806101005’} ‘5209110000’ C
19.600

RU −1

A
3

450 Airplane 4000 {‘1507109000’,‘2008305510’, … ,‘1701111000’} ‘1507109000’ C
120.000

AU −1

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

A|Train| 3000 Ship 5111 {‘1507109000’,‘1604160000’, … ,‘0406900100’} ‘1517101000’ C
1.000.000

SO +1

10  TARIC extends the Combined Nomenclature (CN) and contains 
tariffs for each commodity according to its country of origin. The CN 
is a tool for the harmonized classification of goods within the EU and 
is a further development (with special EU-specific subdivisions) of 
the WCO’s Harmonized System Nomenclature (HSN) [16].
11  In this study, in accordance with Moeyersoms and Martens  [36], 
an attribute is of high-cardinality in case it has more than 100 differ-
ent categories.
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each row. Moeyersoms and Martens [36] note that high-
cardinality features are rarely used in predictive models 
because including them with dummy encoding would lead 
to an explosion in the dimensionality of the resulting data 
set, which most methods are currently unable to handle. 
Furthermore, rule-based methods would be incompre-
hensible if a rule is developed for each value of a high-
cardinality attribute. They applied three transformation 
methods—weight of evidence (WOE) [57], supervised 
ratio (SR) and Perlich ratio (PR) [39]—that transform a 
high-cardinality variable into a single continuous feature 
whose value is correlated with the target label (i.e. fraud 
or legal).

We close this section with a high-level characterization 
of reported supervised classification algorithms used in 
the customs fraud detection literature and compare them 
with the techniques we propose in this paper; see Table 2. 
The description is based on the following characteristics: 
has the method been applied in the broader literature deal-
ing with behavioural data? We refer to the work of De 
Cnudde et al. [10] and Vanhoeyveld and Martens [52] 
to answer this question. A second characteristic meas-
ures whether the algorithm scales well with the large data 
sizes that can be encountered. We indicated yes in case 
the method has a linear complexity in terms of the num-
ber of instances and features or in case the algorithm is 
parallelizable. We also indicate if the standard method 
in its basic form suffers from the imbalanced learning 
issue  [2, 31, 34]. We should note that cost-sensitive 
versions of these algorithms have been proposed in the 
broader machine learning literature to deal with this prob-
lem, but they have not been examined in the area of cus-
toms fraud detection. Fourth, the comprehensibility of 
classification algorithms is indicated. In a customs fraud 
detection context, an explanation of why an instance is 
regarded as fraudulent can form the starting point of a tax 
investigation and can aid in the acceptance of the model 
by domain experts [33]. Finally, a general rough indica-
tion of the predictive performance of the envisioned tech-
niques is outlined [3]. It is important to remark that the 

performance for a particular application depends on the 
specific data set under consideration, whether the hyper-
parameters of the methods are well tuned and the choice 
of evaluation metric.

3 � Contributions

The main contribution of this paper lies in the systematic 
investigation of the predictive value for customs fraud of 
each data source individually and the (added) value of com-
bining them, taking into account the class-imbalance prob-
lem. Figure 1 presents the framework and is explained in 
more detail in Sect. 4.3.1. This framework has never been 
applied in the area of tax fraud detection yet proves to be 
very valuable. The high predictive performances revealed 
in Sect. 5 for high-cardinality and behavioural data, improv-
ing significantly when considering imbalanced learning 
solutions, highlight the importance of including such fine-
grained features and are potentially valuable for customs 
administrations worldwide. Specific contributions in each 

Table 2   Comparison of 
supervised classification 
techniques adopted in the 
customs fraud detection 
literature (rule-based techniques 
(e.g. decision trees, association 
rules) and shallow neural 
networks) to the methods 
employed in this study (SVM_
LIN, SVM_RBF and EE)

For a number of combinations in the table, it is appropriate to distinguish between behavioural (Beh) data 
and traditional (Trad) data. IL is short for imbalanced learning

Technique Applied in litera-
ture for Beh data

Scalability Tackles IL 
issue

Comprehensibility Predictive 
perfor-
mance

Rule-based No No No Yes (trad data) Low
Neural network No No No No Avg.
SVM_LIN Yes Beh data: Yes

Trad data: No
No Yes Low

SVM_RBF Yes No No No High
EE Yes Yes Yes No High

Fig. 1   Methodological framework. SVMs with linear (LIN) and non-
linear (RBF) kernels and their integration with EasyEnsemble are 
applied on the three sources of data and evaluated with two perfor-
mance metrics
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part of the framework (data, methods, evaluation) will be 
outlined next.

The literature overview on customs fraud detection (see 
Sect. 2) reveals that only traditional data types have been 
used. The information available in high-cardinality or behav-
ioural data is not used directly at identifier level. Most stud-
ies typically include derived low-dimensional attributes at 
higher abstraction levels to retain some of the information 
included in such features [11, 46, 48]. As an example, the 
importer can be represented by its type, which can take on 
five values [48]: government, public sector, manufacturer, 
trader or individual. However, such an approach loses the 
fine-grained information available at identifier level (e.g. 
who is the specific importer? Which specific commodity 
is imported?). The inclusion of such data is also very rare 
in the broader domain of tax fraud detection. One paper in 
the area of corporate residence fraud [21] assesses the value 
of behavioural and traditional data by analysing invoicing 
data. However, this kind of data differs from the type of 
high-dimensional and sparse data we consider in this study.

In this paper, the focus lies on identifying which data 
sources are highly predictive for customs fraud. Most stud-
ies in the tax domain typically examine a single data source 
(traditional data) and investigate which modelling technique 
is most suitable for their application. We argue that the data 
perspective could be considered as at least equally valu-
able than the algorithmic perspective. Knowing which data 
sources are predictive contains vital information and could 
influence certain policy making decisions (see the related 
discussion in Sect. 6). In Sect. 4.2.1, we will motivate our 
choice of modelling techniques. Having said this, there are 
two important remarks: (1) we note that the framework is 
open to different kinds of inducers and (2) it does not neces-
sarily mean our proposed methods are optimal for the cur-
rent application (though we observe high performances).

Even though this paper focuses on the data perspective, 
there are also a number of algorithmic contributions that we 
outline in the current and next paragraph. The first contri-
bution is geared towards the imbalanced learning problem 
that is rarely addressed in the area of tax fraud detection. 
We make use of the EE technique, introduced in Sect. 2, 
as a state-of-the-art imbalanced learning solution. Vanho-
eyveld and Martens [52] integrate an instance-weighted lin-
ear SVM and subsequent LR as a base learner in EE with a 
confidence-rated boosting algorithm. They investigate this 
technique on a large repository of imbalanced behavioural 
data sets. In our study, we develop a similar EE implementa-
tion in terms of the bagging and boosting components. The 
main difference (novelty) is that the base learner includes an 
instance-weighted linear or nonlinear SVM and subsequent 
LR that is suitable for traditional kinds of data.

The second algorithmic contribution focuses on the 
inclusion of high-cardinality attributes in predictive 

models, which presents a challenge (as discussed in 
Sect. 2). Moeyersoms and Martens [36] propose the SR 
technique. We argue that this method suffers from stability 
issues and propose a new smoothed version to overcome 
these concerns (see Sect. 4.2.4). Furthermore, a novel 
approach for dealing with high-cardinality data is pre-
sented, which pre-trains a predictive model on the sparse 
matrix representation of the attribute using tailored tech-
niques. All methods employed transform a high-cardinality 
attribute into a single continuous feature that is correlated 
with the label; see the related discussion in Sect. 4.2.4. 
This is the main difference with creating aggregated 
(derived) attributes presented earlier in this section.

Studies in the tax domain commonly apply a standard 
learning algorithm with a default threshold, which does 
not take into account the limited resources available at 
customs (e.g. see [25, 27, 44]). In Sect. 4.3, suitable per-
formance metrics, which are common in other data mining 
domains, are proposed that are either independent on a 
specific threshold or are evaluated in accordance with the 
available capacity. Note that these measures themselves 
are not new, but the novelty lies in the application thereof 
in the area of customs fraud detection.

4 � Data, methods and evaluation

In this section, we outline the data used in this study, 
explain the different methods and highlight the employed 
evaluation metrics. Due to the highly sensitive and confi-
dential nature of the data, we cannot disclose the relevant 
data sources. However, the specific implementations of the 
EE algorithm (see Sect. 4.2.3) and the results presented 
in Sect. 5 are accessible at the link: http://www.appli​eddat​
amini​ng.com/cms/?q=softw​are. Furthermore, additional 
results with respect to lift at different (arbitrarily chosen) 
capacity values are provided through this link.

4.1 � Data

The Belgian customs administration provided us with a 
unique data set containing anonymized data regarding all 
SAD import declarations of the years 2015 and 2016 and 
involves an aggregated total of 9,624,124 declared records 
(an average of approximately 9.5 records every minute). The 
databases are constructed at article level; hence, each record 
corresponds to a single commodity involved in a declaration. 
Note that an identifier at declaration level is also provided 
with each article, so we can easily link articles belonging to 
the same declaration. Appendix 1 contains a SAD declara-
tion form. Its numerous fields constitute raw input variables 
xraw to characterize an article appearing in a customs declara-
tion. We refer to Table 1 for an example thereof.

http://www.applieddatamining.com/cms/?q=software
http://www.applieddatamining.com/cms/?q=software
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Let’s look more closely to some of the specific fields of 
the SAD form by means of a realistic example, which is 
associated with the first row (Article A1 ) of Table 1 and is 
illustrated in Fig. 2, where customs procedure 420012 (see 
guidance document [14]) is adopted. The Canadian company 
with VAT number CA123456789 is a foreign goods exporter 
(consignor) that manufactures maple syrup. The Belgian 
company BE0123456789 is the consignee that purchases 
these goods from the Canadian firm. Carrier A transports 
this commodity to the harbour of Antwerp, the second larg-
est port in Europe in terms of volume of freight loaded or 
unloaded (224 million tonnes in 2017) [40]. Subsequently, 
carrier B delivers the maple syrup to the intended recipient 

(intra-community acquirer), the French company with 
VAT number FR32123456789 that purchased these goods 
from the Belgian firm BE0123456789. The declarant, the 
Belgian company with VAT number BE0987654321, is the 
entity that submits a SAD declaration to Belgian customs. 
In the example, the declarant is an external customs rep-
resentative selected by the consignee (BE0123456789). A 
customs representative is any person appointed by another 
person to carry out the acts and formalities required under 
the customs legislation in his or her dealings with customs 
authorities (art. 5.6 UCC). This can for instance be a subsidi-
ary, an accountant, a university professor (secondary occupa-
tion), etc. In practice, this is commonly a forwarding agent.13 

Fig. 2   Fictitious example a Maple syrup produced by a Canadian company CA123456789 (consignor) is imported by the Belgian company 
BE0123456789 (consignee) and forms the subject of a VAT exempt supply to the French company FR32123456789 (intra-community acquirer). 
The Belgian company BE0987654321 (declarant) is a forwarding agent that submits the SAD declaration. b Associated (partial) SAD declara-
tion (left) with indication of the maple syrup import tariff retrieved from the TARIC database (right)

12  This means that imported goods are released for free circulation 
and their associated customs duties are levied in one member state 
(i.e. Belgium), yet payment of VAT (and where applicable excise 
duties) is suspended because the import is directly followed by an 
intra-community supply of the goods to another member state (i.e. 
France). VAT (and excises) are due in the member state of final desti-
nation (i.e. France).

13  A forwarding agent (or freight forwarder)  [51] is an entity that 
organizes the delivery of goods, without doing the actual transporta-
tion. He is responsible for choosing the carriers that deliver the goods 
in the most effective way in terms of transportation time and costs. 
Furthermore, he prepares the necessary documents (customs and 
insurance) and transport certificates. The forwarding agent acts as an 
intermediary in the logistics chain.
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In Belgian customs declarations, the declarant can take on 
several ‘values’ depending on the procedure followed. It can 
be the consignee if this operator is established (has a VAT 
number) in Belgium. Alternatively, it can also be a customs 
representative as shown in the example. Note that the latter 
situation is typical in case the consignee is located abroad 
(e.g. a German company) and has no representation in Bel-
gium. Figure 2b (left) shows the corresponding partial SAD 
declaration, where the identities of the involved operators are 
indicated together with a number of traditional attributes (e.g. 
net mass, currency, transport mode) and the declared com-
modities. The maple syrup constitutes the first article with the 
TARIC commodity code ‘1702201090’; see Fig. 2b (right14).

The numerous fields of the SAD declaration form contain 
a total of 90 raw variables. Seventy-six of them are of type 
traditional data (see Table 1 for examples) of which the vast 
majority are nominal (categorical) data. The remaining 14 
variables are high-cardinality attributes, each containing 
more than 100 distinct values. Examples thereof include the 
specific entities15 involved in a declaration as outlined in the 
previous paragraph (consignee, intra-community acquirer, 
representative, declarant), where these four types constitute 
four separate variables of type Operator Identity (OperID), 
the type of article (CommodityCode), the country of origin, 
the dispatch country, the identity of the customs warehouse, 
etc. As indicated in Sect. 3, such data are not included at 
identifier level in the prior literature. In our work, we include 
these data sources in the predictive modelling and consider 
this a key aspect because such data expose fine-grained 
information of the logistics chain.

We consider two types of behavioural data: (1) each arti-
cle is represented by the four OperIDs (consignee, declar-
ant, representative, intra-community acquirer) occurring 
in the declaration16 and (2) each article is characterized by 
the commodity codes of all goods in the same declaration; 
see Table 1. We consider them as behavioural kinds of data 
because they can be represented as a large and sparse matrix 
and there is more than one active feature in each row (satis-
fies the behavioural data description outlined in Sect. 2).

The feedback results regarding checks conducted by cus-
toms officers were also available. Articles that were inspected 
are given a label (+1 ) in case of fraud and (−1 ) in case of 
compliance. We extracted a data set containing only these 

labelled instances that can be used for model construction 
and evaluation. Note that, due to capacity constraints faced 
by customs and the trade facilitation trade-off, the size of this 
labelled set is a small fraction of the total 9,624,124 records 
(it contains around 100,000 records). Its fraud occurrence 
is 3.74%. Due to confidentiality reasons, we cannot disclose 
the exact size of this subset nor further descriptive statistics. 
Note that all possible fraud types, such as (but not limited 
to) the ones described in Sect. 1, are included in the analysis.

4.2 � Methods

4.2.1 � Motivation

Regarding the choice of base learner, we opted for a SVM 
for a variety of reasons. First of all, the SVM is a state-
of-the-art inducer that has achieved high predictive power 
across a large variety of application domains if its hyper-
parameters are tuned well. Secondly, it is the most com-
monly used learner for dealing with behavioural kinds of 
data as revealed in the literature overview of De Cnudde 
et al. [10]. Thirdly, learners that are traditionally being used 
for customs fraud detection (e.g. decision trees, neural net-
works) are not applicable for behavioural or high-cardinality 
data. By choosing for SVMs, we can consistently use the 
same kind of learner for dealing with all data types and 
hence the (added) predictive value of each data source can 
be more fairly compared. Fourth, an essential component 
of the EE algorithm is boosting, where too strong learners 
should not be used [22, 54]. The strength of a SVM can 
be controlled by changing its hyperparameters. Finally, the 
distinction between linear and nonlinear classifiers can be 
easily obtained by the choice of kernel. Linear methods are 
more comprehensible than a nonlinear variant, usually at 
the cost of a lower predictive power. This paper reveals the 
associated performance drop in opting for a linear method.

With respect to the choice of imbalanced learning tech-
nique, we propose a new variant of the EE algorithm, which 
integrates bagging with boosting and is a type of ensemble 
method tailored to the class-skew problem. Ensemble tech-
niques usually occur amongst the top performers in data 
mining competitions. Vanhoeyveld and Martens [52] inves-
tigated the EE method on a benchmark repository of imbal-
anced behavioural data sets. They found EE to be superior 
to a collection of 10 imbalanced learning methods drawing 
from a variety of undersampling, oversampling and cost-
sensitive learning variants in terms of AUC (see Sect. 4.3). 
Similarly, Dal Pozzolo et al. [41] demonstrate EE to out-
perform the techniques of random undersampling majority 
instances and the SMOTE synthetic minority oversampling 
approach in terms of AUC for a credit card fraud detec-
tion problem with traditional data. Furthermore, the afore-
mentioned references demonstrate the scalability of the EE 

14  Extracted from http://ec.europ​a.eu/taxat​ion_custo​ms/dds2/taric​/
taric​_consu​ltati​on.jsp?Lang=en.
15  The representative and intra-community acquirer occur far less 
frequently. Also note that the identity of the consignor is unknown in 
an import declaration.
16  Each row therefore contains four ones. This time we consider 
the entities simultaneously which allows interaction effects to be 
revealed. In the case of high-cardinality variables, each attribute is 
treated separately. The main difference lies in the modelling.

http://ec.europa.eu/taxation_customs/dds2/taric/taric_consultation.jsp?Lang=en
http://ec.europa.eu/taxation_customs/dds2/taric/taric_consultation.jsp?Lang=en
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algorithm. The method is very fast because each subset is 
only twice as large as the size of the minority class training 
data and each subset can be trained and evaluated in parallel. 
As outlined in Sect. 1, scalability is important.

4.2.2 � Support vector machines (SVM)

The SVM is a popular state-of-the-art regularization-based 
technique that has been frequently applied in applications 
dealing with traditional kinds of data [2, 44] and sparse 
and high-dimensional data sets [10, 20, 21, 36]. Below, we 
briefly introduce this method. For a more detailed (theoreti-
cal) description, we refer to the work of Suykens et al. [50].

Given a collection of training instances {(xi, yi)}Ni=1 , with 
d-dimensional input data xi ∈ ℝ

d and their associated labels 
yi ∈ {−1, 1} , the SVM is the solution of the following con-
vex optimization problem (primal) [50]:

where the learned classif ier is represented as 
y(x) = wT�(x) + b (the output (fraud) score assigned by the 
inducer corresponds to y(x)). Here, �(x) is a mapping from 
the input space to a (possibly) high-dimensional feature 
space. Hence, the SVM constructs a linear hyperplane in 
the new feature space �(x) , which may result in a nonlinear 
classification in the original feature space x. w represents 
the model weights (coefficients) of the new features �(x) 
and b represents a bias term. Note that the mapping �(x) 
is usually not explicitly calculated (due to computational 
requirements), but one relies on the “kernel trick” as pre-
sented in the next paragraph. In the SVM formulation (1), �i 
are the slack variables measuring classification errors for the 
training instances. The goal function represents a trade-off 
between maximizing the margin17 and minimizing training 
set errors ( 

∑
�i ). This is governed by the choice of regulari-

zation18 parameter C.

(1)
min
w,b,�i

wTw

2
+ C

N∑

i=1

�i

s.t. yi
(
wT�(xi) + b

)
≥ 1 − �i, i = 1,… ,N

�i ≥ 0, i = 1,… ,N,

One usually solves the dual formulation of primal prob-
lem (1), with solution y(x) =

�∑N

i=1

�
�iyiK(x, xi)

�
+ b

�
 with 

dual variables (support values) �i . With respect to the choice 
of kernel K(x, z) = �(x)T�(z) (kernel trick), we opt for the 
linear kernel K(x, z) = xTz and the radial basis function 
(RBF) kernel K(x, z) = exp (−�||x − z||2) (nonlinear, with � 
a kernel parameter) in the case of traditional data. When 
dealing with the sparse matrix representations of behav-
ioural or high-cardinality data, we only apply a linear SVM 
due to the fact that nonlinear methods are too computation-
ally involved and do not provide better generalization per-
formance than linear methods [10].

4.2.3 � EasyEnsemble

The EE algorithm was proposed by Liu et al. [32] and bene-
fits from a combination of bagging and boosting: the method 
randomly samples a number of balanced subsets (S in total) 
and feeds them to the AB boosting process (T boosting 
rounds). Bagging refers to the creation of balanced subsets, 
where in each subset majority class instances are randomly 
selected such that the number of majority class instances 
equals the number of minority class examples. Boosting is 
a sequential process, where the goal is to combine several 
base classifiers ( ht(x) , with t the boosting iteration number) 
to form an accurate ensemble model ( 

∑T

t=1
𝛼̃tht(x) , with 𝛼̃t a 

weight that reflects the contribution of classifier ht(x) to the 
ensemble model) [45]. In boosting, a weight distribution Dt 
is maintained (and updated) for all instances of its input data 
set. This distribution is used when classifier ht(x) is built 
(instances i having a high weight Dt(i) are emphasized dur-
ing model construction). Next, ht(x) is evaluated on the input 
data set and the weights Dt are increased for instances that 
are wrongfully classified and decreased for correct classifi-
cations, resulting in a new distribution Dt+1 (that is used to 
build classifier ht+1(x) ). Hence, each classifier ht+1(x) focuses 
on the errors of the previous learner ht(x).

The learned classifier x → H(x) (the output (fraud) score 
assigned by the inducer corresponds to H(x)) of EE com-
bines the base classifiers hs,t(x) of each subset s and boosting 
iteration t as follows:

where 𝛼̃s,t represents the learned weights of classifier hs,t(x).
In the original EE version of Liu et al. [32], the base clas-

sifiers hs,t(x) are decision trees that are fed to a discrete AB 
boosting algorithm (where the classifiers hs,t(x) output binary 
values {−1,+1} ). Vanhoeyveld and Martens [52] recently 
proposed a version where the base classifiers hs,t(x) consist 

(2)H(x) =

(
S∑

s=1

T∑

t=1

𝛼̃s,ths,t(x)

)
s = 1… S; t = 1…T ,

17  The margin denotes the separation between the two classes 
(i.e. how far are the instances from both classes separated from the 
learned hyperplane?). Maximizing the margin coincides with mini-
mizing the model complexity wTw∕2.
18  Choosing a too large value for regularization parameter C results 
in a learner that is too sensitive on the training data (overfitting) and 
fails to generalize for unseen data. On the other hand, a too small 
value for C means that large errors can occur for the training data and 
a too simple model is obtained (underfitting) that is unable to distin-
guish between both classes.
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of a weighted linear SVM and subsequent LR19 that is inte-
grated in a confidence-rated boosting algorithm [45] (where 
classifiers hs,t(x) output real-valued scores in [−1,+1] . A 
high score close to 1 means the classifier is fairly confident 
that the label should be +1 ). They tested this version on a 
benchmark repository of imbalanced behavioural data sets. 
We refer to Vanhoeyveld and Martens [52] for an in-depth 
discussion. We highlight a number of advantages of their 
formulation next. Schapire et al. [45] note a confidence-rated 
AB process to outperform a discrete version. Furthermore, 
an instance-weighted SVM (instead of a standard SVM or 
decision tree base classifier) enables the direct inclusion 
of the weight distribution Dt of the AB process during the 
learning stage of hs,t(x) [52].

In this study, we adopt the aforementioned linear SVM-
based EE formulation [52] when dealing with behavioural 
or high-cardinality data types. The authors made use of the 
LIBLINEAR toolbox [18] that offers a linear SVM imple-
mentation tailored for high-dimensional and sparse data 
sets. In this work, a new EE implementation is developed 
suitable for traditional data sets. The bagging and boosting 
(see Appendix 2) component of EE is identical to the ver-
sion of Vanhoeyveld and Martens [52]. The only difference 
is the choice of base classifier hs,t(x) , where we rely on an 
instance-weighted linear or nonlinear SVM and subsequent 
LR. The SVM classifiers are constructed with the LIBSVM 
toolbox [6].

4.2.4 � High‑cardinality attributes

In this section, the transformation of a high-cardinality 
attribute into a single continuous feature whose values are 
correlated with the target label (i.e. fraud or legal) is out-
lined. These methods differ from the ones used in prior stud-
ies (see Sect. 2) in the sense that information on the label is 
integrated in the methodology.

Inspired from a social network perspective, the super-
vised ratio (SR) includes information on the proportion of 
fraud within each category of a high-cardinality variable. Let 
X be such a variable, then the supervised ratio for category 
(value) j of X is defined as follows [36]:

where FX
j

 and LX
j
 represent the number of fraudsters and 

compliant entities that show a value of j for attribute X, 

(3)SRX
j
=

FX
j

FX
j
+ LX

j

,

respectively, in the training data set.20 In case FX
j
 and LX

j
 both 

equal zero, then the SR score corresponds to the average 
fraud rate in the training set F∕(F + L) . When an instance 
shows category j for high-cardinality attribute X, we assign 
its associated SR value SRX

j
 that can be used in the construc-

tion and application of a final prediction model.
In retrospect, though the SR method is very intuitive, 

there are some stability concerns with the basic formula-
tion. If a category is rarely observed, then its associated SR 
value can change drastically in case a new instance of that 
category is added to the training set. We therefore propose 
the following correction (smoothing) in the calculation of 
the supervised ratio:

If a category is frequently observed (i.e. (LX
j
,FX

j
) → ∞ ), the 

SR_CorrX
j
→ SRX

j
 . When there are few training observations 

i n  c a t e g o r y  j  ( i . e .  (LX
j
,FX

j
) → 0  ) ,  t h e n 

SR_CorrX
j
→ F∕(F + L) . In other words, when there is much 

evidence for a particular category, the corrected SR approxi-
mates the standard SR. In case there is little evidence, we 
are more unsure and correct the SR in the direction of the 
fraud rate (base rate) F∕(F + L).

A final way of including a high-cardinality variable 
entails the pre-training of a SVM or EE SVM with linear 
kernel on the training data of the associated sparse matrix 
representation of the attribute. This model can be used to 
assign a score to the attribute under consideration for any 
instance. In other words, the value of a high-cardinality 
attribute is replaced by the score it receives under applica-
tion of a pre-trained predictive model. Note that we use the 
validation set (see Sect. 4.3.1) for tuning the hyperparam-
eters of the pre-trained model. In case the pre-training phase 
involves a linear SVM, then the aforementioned procedure 
corresponds to replacing the high-cardinality category j with 
the weight (coefficient) wj of the solution vector w of the 
SVM [see Eq. (1)]. The latter does not apply in the case of 
EE with linear SVM, because the logistic regression com-
ponent makes this learner nonlinear.

4.3 � Evaluation

4.3.1 � Methodology

The various fields of a SAD form constitute raw input vari-
ables xraw to characterize an article involved in a customs 

(4)SR_CorrX
j
=

FX
j
+ 1

(FX
j
+ 1) +

(
LX
j
+

L

F

) .

19  The LR component transforms the real-valued SVM scores 
wT�(x) + b to the range [−1,+1] (as required for a confidence-rated 
boosting algorithm).

20  In Sect.  5.1.2, we will detail which part of the training data is 
effectively used for calculating the SR values.
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declaration. These features can be categorized into three 
types according to their definition set out in Sect. 2: tradi-
tional, high-cardinality and behavioural data. Obviously, the 
raw features xraw as illustrated in Table 1 require pre-process-
ing which results in the final feature representation x. Tra-
ditional data are processed by means of a dummy encoding 
for categorical variables and a standard statistical normali-
zation for continuous attributes. High-cardinality features 
are transformed using any method outlined in Sect. 4.2.4. 
Behavioural data are pre-processed by representing them as 
a large and sparse matrix (see the related commodity codes 
example in Sect. 2). Hence, each article i is represented by 
its feature vector xi that depends on the kind of data that 
are included. A classification model is trained based on the 
subset of labelled instances (articles with known fraud/legal 
indications). This model can subsequently be used to assign 
a fraud score y(x) to any article based on its feature repre-
sentation x.

The methodology is shown in Fig. 1. SVMs with linear 
(LIN) and nonlinear (RBF) kernels and their integration 
with EE are first applied to the three data types individu-
ally in Sect. 5.1. Next, these methods are used to build data 
ensemble models which combine the data sources through 
a stacking approach as explained in Sect. 5.2. Their perfor-
mances are assessed with the evaluation metrics proposed 
in Sect. 4.3.2.

We rely on a standard stratified fivefold cross-validation 
to evaluate the proposed methodology, where we ensured 
that each test data point occurs only once across all folds. 
Within each fold, the collection of labelled instances is 
divided into training data ( 60% ), validation data ( 20% ) and 
test data ( 20% ). The training data are used for building pre-
dictive models, the validation data are used for hyperparam-
eter tuning, and the test data represent the generalization 
performance on hold-out data. The results shown in Sect. 5 
are the average and standard deviation of the evaluation met-
rics applied to the test data of each fold.

With respect to design choices, the following parameter 
settings were chosen:

•	 C =
[
10−6, 10−4, 10−2, 100, 102

]
 (SVM)

•	 � =
[
2−9, 2−6, 2−3, 20, 23, 26

]
 (SVM)

•	 S = 12 & T = 10 (EE).

Note that the boosting iteration number t ∈ [1,… , T] is con-
sidered to be a tunable parameter.

4.3.2 � Performance metrics

The area under the receiver operating characteristic 
(AUC) [19] measures the global ranking abilities of the 
model and is a suitable metric for performance evaluation 

of imbalanced data sets. Its easy statistical interpretation,21 
insensitivity on class skew and independence on the choice 
of threshold make this an appealing metric. AUC is also 
the preferred criterion in the assessment of unsupervised 
anomaly detection techniques [4, 23]. Imbalanced data and 
anomaly detection are related in the sense that outliers cor-
respond to rare events of interest, just like the minority class.

Lift values [42] evaluate the occurrence of fraud cases 
in the top list (with the most suspicious cases) produced 
by a scoring mechanism and can be evaluated according to 
the available capacity. If we look at the p% most suspicious 
cases (the highest fraud scores), corresponding to a top N 
list of size N = p% ⋅ T  , with T the total number of instances, 
then the lift can be defined as:

In this equation, FN represents the number of fraud cases in 
a top N list and F is the overall number of fraud cases in T. 
In Sect. 5, we have chosen to evaluate the predictive models 
at an arbitrary capacity value of p = 1% to mimic a real-life 
scenario where customs can only target a limited amount of 
incoming declarations.

Though lift values are appealing from a practical perspec-
tive, there is an important caveat. In a tax fraud detection 
context, customs officers can make mistakes and some fraud 
cases remain undetected (i.e. labelled compliant but in fact 
fraudulent). If the classification method is any good, this 
phenomenon is expected to occur precisely in the top list. 
Lift values are therefore less reliable than AUC, especially 
when evaluated for low values of p in Eq. (5). The AUC is 
more robust against wrongfully labelled instances because 
it ranges over all possible thresholds.

5 � Results and discussion

5.1 � Individual data sources

5.1.1 � Traditional data

The results of the framework detailed in Sect. 4.3.1 are pre-
sented for traditional data in this section. From a data per-
spective this should be regarded as the baseline as the cur-
rent literature is limited to this type of data. The input data 
contain a total of 76 variables, of which the vast majority 
are nominal variables (with fewer than 100 categories). After 

(5)lift(p%) =
FN

F

/ p

100
=

FN

F

/N
T

=
FN

N

/F
T
.

21  The AUC corresponds to the probability that a positive instance 
(fraud) is ranked higher than a negative instance (compliant). The 
ranking is obtained by sorting the instances according to the output 
scores produced by the classifier.



1468	 Pattern Analysis and Applications (2020) 23:1457–1477

1 3

applying dummy encoding on these variables, the final rep-
resentation still has 1013 features. To reduce computational 
efforts with respect to training and prediction, we conduct a 
feature selection based on a simple t statistic on the training 
data. Ravisankar et al. [44] explain the details of this method 
and apply this technique in the related area of financial state-
ment fraud detection. We should note, however, that more 
advanced methods do exist; see the work of Guyon and Elis-
seeff [24] for an introduction. Experiments with different 
feature percentages show that predictive performance (in 
terms of AUC) starts dropping when using less than 10% of 
all features. The AUC is approximately constant in the range 
of 10−100% . To allow some margin, we decided to include 
the top 20% of features in the final prediction model.22 Note 
that many fields in the SAD form are optional; hence, they 
contain many empty values and are less informative. This 
explains why high levels of feature selection do not harm 
predictive performance.

Table 3 contains the results on traditional data with the 
top 20% of features. The EE technique can severely improve 
AUC performance when compared to the plain applica-
tion of a SVM. This highlights the importance of dealing 
with imbalance. In terms of lift(p = 1% ), the EE dominates 
in the case of a linear kernel, though it is slightly inferior 
when using a RBF kernel. The best lift at p = 1% has a value 
of 15.7. The base rate of fraud F

T
 is 3.735% in the test set. 

Hence, according to Eq. (5), FN

N
= 15.7 × 3.735% = 58.64% . 

This result shows the hit rate (precision) is very high in the 
top 1% list.

We provide additional results on traditional data in 
Table 4 with a decision tree23 and neural network24 base 
classifier, which are popular inducers in the customs fraud 
detection literature (see Sect. 2). The SVM_RBF achieves 
similar results in terms of AUC in comparison with a deci-
sion tree and a neural network. For the case of lift, it is 
similar to a decision tree and outperforms a neural network. 
It is clear that a SVM with nonlinear kernel is an attractive 
technique for this customs fraud detection problem. Also 
observe that the EE_RBF achieves the highest AUC amongst 
all methods tried and this again points to the importance of 
dealing with the imbalanced learning issue.

5.1.2 � High‑cardinality variables

The high-cardinality variables are included using the meth-
ods highlighted in Sect. 4.2.4. They can be regarded as a 
pre-processing phase that transforms the data into low-
dimensional features (traditional data). Predictive models 
(e.g. SVM_LIN, SVM_RBF, EE_LIN, EE_RBF) can there-
after be trained on the resulting representation.

Moeyersoms and Martens [36] note that the supervised 
ratios should be calculated on a separate part of the training 
data to avoid overfitting. We included the option Split and 
divided the training data into two equally sized parts. 50% 
of the training data are used to calculate the SR values (or 
pre-train (EE) SVMs). The final prediction model is trained 
on the remaining 50% of the training data. However, learning 
curve analysis for behavioural or high-cardinality data sets 
reveals that including more data (in terms of the number of 
instances or the number of features) improves the predictive 
performance [10, 36], which is not the case when dealing 
with traditional kinds of data. In this high-dimensional and 
sparse setting, including more instances could overpower the 
negative effects related to overfitting. We therefore included 

Table 3   Traditional data with feature selection (FS, top 20% of fea-
tures)

Results showing the average AUC (top) and lift ( p = 1% ) (bottom) 
performance on test data across all fivefold. Standard deviations are 
included between brackets. Best performances are indicated in bold-
face

Data SVM_LIN SVM_RBF EE_LIN EE_RBF

Trad_FS 62.3 (3.8) 74.1 (0.7) 76.4 (0.6) 80.6 (0.4)
Trad_FS 2.8 (0.9) 15.7 (0.7) 6.3 (0.6) 14.8 (1.4)

Table 4   Extending the results 
of Table 3 with a decision tree 
(Dec. Tree) and neural network 
(NN) base classifier

Best performances of average 
AUC (top) and lift (p  =  1%) 
(bottom) are indicated in bold-
face

Data Dec. Tree NN

Trad_FS 74.0 (0.9) 77.7 (0.8)
Trad_FS 15.9 (1.7) 9.6 (1.0)

22  Within each fold, the feature selection based on t statistic is com-
puted on the training data. The set of ‘optimal’ features can therefore 
differ in each fold.

23  We make use of the standard MATLAB function fitctree, see 
https​://nl.mathw​orks.com/help/stats​/fitct​ree.html, which fits a clas-
sification decision tree making binary splits. Default parameter set-
tings are adopted. The split criterion is a hyperparameter that can 
take on Gini’s diversity index or maximum deviance reduction 
(cross entropy). The MinLeafSize (minimum number of leaf node 
observations) is another hyperparameter that controls for overfit-
ting. The following values were imposed: MinLeafSize= 2z , with 
z = [1;1.5;2;2.5;… ;5.5].
24  The standard MATLAB function patternnet, see https​://nl.mathw​
orks.com/help/deepl​earni​ng/ref/patte​rnnet​.html, is used to construct a 
classification neural network with one hidden layer (sigmoid transfer 
function). Default parameter settings are adopted for the optimiza-
tion algorithm (scaled conjugate gradient) and performance function 
(cross-entropy). The number of hidden neurons is a hyperparameter 
taking on values [5;10;15;20;… ;100] . We trained the neural network, 
with a given number of hidden neurons, for 10 times on the training 
data and selected the one with the best validation set performance (a 
neural network converges to a local optimum).

https://nl.mathworks.com/help/stats/fitctree.html
https://nl.mathworks.com/help/deeplearning/ref/patternnet.html
https://nl.mathworks.com/help/deeplearning/ref/patternnet.html
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the option Full, where the entire training data set is used 
both in the calculation of the SR values [or pre-train (EE) 
SVMs] and in the construction of the final prediction model.

In Table 5, the predictive performance is shown for the 
four entities involved in a declaration (see Sect. 4.1, denoted 
by OperID) and all high-cardinality attributes (All). Note 
that these attributes appear to be very predictive as we are 
able to outperform traditional data in terms of AUC with 
much fewer variables (however, the lift values appear 

worse). Based on these findings, we can draw the following 
general25 conclusions: (1) The EE version always outper-
forms the plain SVM application in terms of AUC. For the 
case of lift, this situation is confirmed in the vast majority of 
cases, though the highest lift on all high-cardinality data is 
achieved with the SVM_RBF. (2) The AUC of the Full ver-
sion always dominates the AUC of the Split version. The lift 
of Full is almost always larger than the lift of Split. (3) The 
AUC of SR_Corr is dominating the AUC of the standard SR 
in the vast majority of cases.26 The analysis of lift does not 
reveal a clear winner (tie). (4) In comparing the pre-trained 
EE_SVM with the SR, we observe that the final prediction 
model with EE version of the former always outperforms 
the EE version of the latter in terms of AUC. In terms of 
lift, there is a slight preference for the SR pre-processing. 
However, the standard pre-trained SVM version has a much 
lower AUC and lift than the SR pre-processing in case the 
final learner is a plain SVM. SVMs suffer more from the 
imbalanced learning issue than SR and are known to have a 
limited number of support vectors, which for high-cardinal-
ity data implies that many categories have zero weight (i.e. 
the solution vector w is sparse). This is not recommended 
because for this kind of data, each feature provides a small 
though relevant amount of additional information [10, 20].

5.1.3 � Behavioural data

The two types of behavioural data occurring in this study are 
explained in Sect. 4.1. For reasons outlined in Sect. 4.2, we 
only apply a linear kernel to the sparse matrix representa-
tions of these types of data. The first row and second row of 
Table 6 show the results for the behavioural data CommCode 
and OperID, respectively. Again, the EE_LIN improves the 
predictive power (AUC and lift) when compared to a plain 
SVM_LIN. The results clearly indicate that there is a lot of 
value in these types of behavioural data. Apparently, customs 
fraud seems to occur for certain kinds of goods and commit-
ted by certain operators.

The last two rows of Table 6 represent the results when 
combining the two kinds of behavioural data. In a first pre-
training stage, (EE)_SVMs with linear kernels are trained on 
the training data of each behavioural data source individually 
and are used to score all instances. In a second stage, a final 
predictive model is learned where the input corresponds to 

Table 5   High-cardinality data (OperID) under various pre-processing 
options, including the standard SR (see Eq. 3), the smoothed super-
vised ratio SR_Corr (see Eq. 4) and the pre-training of (EE)_SVMs 
on the sparse matrix representations of the attributes

As a convention, the EE_SVM is used in the pre-training stage of 
the final prediction model EE_LIN or EE_RBF. The standard SVM 
is used in the pre-training stage when the final learner is SVM_LIN 
or SVM_RBF. S denotes the Split version ( 50−50% training data 
split) and F corresponds to the Full version (no training data split) as 
explained in Sect.  5.1.2. Results showing the average AUC and lift 
( p = 1% ) performance on test data across all fivefold with standard 
deviations in brackets. Best results per row are underlined, and the 
optimal performance over all pre-processing options is indicated in 
boldface

Pre-process Source SVM_LIN SVM_RBF EE_LIN EE_RBF

SR_F OperID 77.9 (0.8) 76.5 (0.3) 79.1 (0.6) 79.1 (0.6)
SR_S OperID 75.8 (2.0) 74.9 (2.0) 76.7 (1.3) 77.6 (0.9)
SR_Corr_F OperID 80.1 (0.8) 78.5 (3.8) 80.3 (0.5) 80.4(0.5)
SR_Corr_S OperID 78.2 (0.8) 76.8 (0.9) 78.2 (0.9) 78.9 (0.8)
(EE)_

SVM_F
OperID 68.5 (0.9) 68.2 (0.9) 79.8 (0.6) 79.8 (0.6)

(EE)_
SVM_S

OperID 66.9 (3.3) 65.4 (5.2) 78.0 (1.1) 78.5 (0.8)

SR_F OperID 9.5 (1.0) 9.5 (1.4) 10.1 (0.9) 9.7 (1.5)
SR_S OperID 7.3 (1.4) 9.2 (1.7) 8.9 (1.1) 10.7 (1.4)
SR_Corr_F OperID 9.5 (1.4) 10.5 (1.3) 10.1 (0.8) 9.5 (0.9)
SR_Corr_S OperID 8.6 (0.5) 8.7 (0.9) 8.7 (0.8) 10.9(0.9)
(EE)_

SVM_F
OperID 3.3 (2.9) 8.0 (1.6) 10.1 (1.2) 10.2 (1.4)

(EE)_
SVM_S

OperID 6.3 (1.0) 4.8 (1.1) 8.5 (1.2) 10.0 (1.1)

SR_F All 81.2 (0.9) 79.2 (0.7) 81.9 (0.6) 81.8 (0.6)
SR_S All 75.6 (1.4) 75.2 (1.9) 79.7 (0.9) 80.3 (1.1)
SR_Corr_F All 79.9 (1.2) 79.3 (1.1) 82.5 (0.6) 82.5 (0.6)
SR_Corr_S All 74.8 (0.6) 72.1 (2.4) 80.9 (1) 81.3 (0.9)
(EE)_

SVM_F
All 69.4 (1.3) 68.9 (0.5) 82.1 (0.5) 82.0 (0.5)

(EE)_
SVM_S

All 61.9 (4.6) 65.2 (3.7) 80.4 (1.0) 80.9 (0.8)

SR_F All 9.8 (1.3) 13.0 (1.0) 10.8 (0.9) 12.7 (1.2)
SR_S All 9.2 (2.0) 12.1 (1.2) 10.8 (1.2) 12.3 (1.4)
SR_Corr_F All 10.3 (0.5) 13.3 (1.2) 11.4 (1.0) 12.7 (0.8)
SR_Corr_S All 8.6 (1.2) 12.1 (1.1) 10.5 (1.3) 12.1 (1.6)
(EE)_

SVM_F
All 6.8 (2.1) 8.9 (1.0) 10.5 (1.2) 12.3 (1.2)

(EE)_
SVM_S

All 5.5 (0.6) 6.8 (1.3) 9.2 (0.9) 10.5 (1.0)

25  Based on counting the wins/losses/draws in comparing several 
methods. For example, in comparing the F with the S version, a pair 
(F,S) is formed with the same data set (2 types), the same type of pre-
processing (3 types) and the same final model (4 types). This leads to 
checking a total of 24 pairs.
26  In the case of OperID data, this is always the case. These are pre-
cisely the attributes with the highest cardinalities for which we expect 
stability issues to occur.
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the two output scores generated in the previous step (i.e. one 
output score for each behavioural data source). In this set-up, 
we again investigate whether or not it is useful to conduct 

the first stage on a separate part of the training set. The 
results confirm once again that the Full version improves 
the performance over a Split version. Furthermore, the EE 
version outperforms a plain SVM. Also, the combination of 
the behavioural data sources is more valuable than each data 
source individually.

5.2 � Combining data sources

The combination of the different data sources in a data 
ensemble model through stacking is illustrated in Fig. 3. 
High-cardinality data are included by replacing the value of 
a high-cardinality attribute by its associated smoothed SR 
value (SR_Corr, see Eq. 4) calculated on the training data 
set. Behavioural attributes are incorporated by pre-training 
a predictive model (SVM_LIN or EE_LIN) on the sparse 
matrix representation of the training data. The output scores 
of these pre-trained models serve as input features to a final 
predictive model that is constructed based on the training 
set. Note that we again select the 20% most predictive fea-
tures prior to final model building.

Figure 4 shows the predictive performances for the lin-
ear SVM, which is the most comprehensible method, for 
each data source individually and their combination. We can 
clearly see that including behavioural or high-cardinality 
data sources results in significant performance improve-
ments compared to traditional data (the baseline). Figure 5 
extends these results to the other inducers (SVM_RBF, 

Table 6   Predictive performances for behavioural data considering the 
commodity codes of all articles (CommCode) and the four operators 
(OperID) involved in a declaration

The combination of these behavioural data sources (All) is obtained 
by pre-training (EE)_SVMs with linear kernels on their sparse matrix 
representations and including the two output scores in a final predic-
tion model. As a convention, the EE_SVM is used in the pre-training 
stage of the final prediction model EE_LIN or EE_RBF. The standard 
SVM is used in the pre-training stage when the final learner is SVM_
LIN or SVM_RBF. S denotes the Split version ( 50−50% training data 
split) and F corresponds to the Full version (no training data split) 
as explained in Sect.  5.1.2. Results showing the average AUC (top) 
and lift ( p = 1% ) (bottom) performance on test data across all five-
fold with standard deviations between brackets. Best performances 
per row are underlined and overall best performances are indicated in 
boldface

Data SVM_LIN SVM_RBF EE_LIN EE_RBF

CommCode 67.2 (0.7) X 78.5 (0.8) X
OperID 67.9 (0.8) X 80.5 (0.7) X
All_F 71.8 (1.0) 71.7 (1.1) 83.5 (0.3) 83.4 (0.4)
All_S 70.3 (0.9) 70.1 (1.0) 80.5 (0.8) 80.5 (0.7)
CommCode 11.9 (1.2) X 12.1 (1.5) X
OperID 10.0 (0.8) X 10.6 (0.6) X
All_F 12.2 (1.9) 12.4 (2.1) 13.8 (1.0) 14.0 (1.3)
All_S 9.6 (2.3) 10.2 (2.4) 12.7 (0.9) 12.7 (0.6)

Fig. 3   Data ensemble stacking methodology. Behavioural data (i.e. commodity codes of all articles in the same declaration) are included by pre-
training a predictive model on the sparse matrix representation of the training data and using this model to assign a score to any article (i.e. A

1
 ) 

under consideration. High-cardinality data (i.e. the commodity code of an article) are included by replacing the value (i.e. ‘1702201090’) of the 
attribute by its corresponding SR_Corr (see Eq. 4) value (i.e. 0, 02). The SR_Corr values are determined on the training data
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EE_LIN, EE_RBF). We refer to Appendix 3 for a tabular 
version thereof. Note that we show outcomes with AUC 
> 70 and lift > 9.5 . This filters out the ‘poor’ results of tra-
ditional data under application of a linear SVM; see Table 3.

When comparing the plain SVM model to its associated 
integration with EE, we note the AUC performance of EE 
to be superior in all cases. In terms of lift, the EE almost 
always outperforms the SVM in case of a linear kernel. 
Only when using a RBF kernel, the EE version is inferior 
to the SVM model. The latter can possibly be explained as 
the boosting process emphasizes the hard to learn instances, 
which are not expected to occur in the top 1% list. Addi-
tionally, when some majority class subsets contain wrong-
fully labelled legal cases (i.e. presumed legal, but in fact 
fraudulent), then boosting attempts to make them appear 
lower in the list, dragging along neighbouring fraud cases. 
This effect should be minor as EE filters out majority class 
noise cases.

The high AUC revealed with high-cardinality or behav-
ioural data, improving on the AUC of traditional data, point 
to their high predictive value even though the lift of tradi-
tional data can be larger in some cases. Also note that the 
number of high-cardinality variables (14) and behavioural 
features (2) is much smaller than the number of traditional 
attributes (76). As expected, the highest predictive perfor-
mance in terms of both evaluation measures is obtained 
when combining all data sources in a final data ensemble 
model. This demonstrates the complementarity of the dif-
ferent data sources.

6 � Conclusions

In this paper, a supervised customs fraud detection applica-
tion was developed. We carefully assessed the predictive 
value of behavioural and high-cardinality data types in terms 

of AUC and lift performance and compared it to the kind of 
data that have traditionally been used, taking into account 
the class imbalance.

The class-skew problem requires careful consideration. 
We developed a confidence-rated support vector machine-
based version of the EasyEnsemble algorithm. Results with 
respect to AUC show this method to outperform the plain 
application of a SVM. In terms of lift, the same conclusion 
can be reached when dealing with linear kernels.

Our experiments suggest that such fine-grained data at 
identifier level (e.g. consignee, declarant, type of commod-
ity, country of origin, etc.) are very predictive for customs 
fraud and can even outperform classical kinds of data that 
contain many more variables. In hindsight, this comes as 
no surprise since, for instance, valuation fraud is an impor-
tant fraud type. The value of a good precisely depends on 
such fine-grained information. We expect the impact on the 
customs fraud detection domain to be large as our analysis 
revealed high hit rates ( > 65% in the top p = 1% list) that 
immediately translate into an improved recovery of financial 
losses and an enhanced deterrence. Furthermore, the pro-
posed methodology could be adopted by customs adminis-
trations worldwide as they have access to similar data reposi-
tories as presented in this study.

Apart from an improved fraud detection capability, the 
finding that fine-grained features are highly predictive could 
have a number of operational and managerial implications. 
(1) Our proposed methodology (e.g. smoothed supervised 
ratio) enables customs to maintain a list of high-risk opera-
tors and commodities which can aid selection officers in 
the screening process. (2) This could lead to certain policy 
changes. In terms of high-risk goods, preventive measures 
could be undertaken (e.g. more thorough sealing require-
ments, imposing different transportation conditions, etc.). 
With respect to operators, EU customs currently adopt 
an AEO system [15] to certify (under strict conditions) 

Fig. 4   Assessing the predictive power for customs fraud detection of traditional (Trad), High-Cardinality (HC), Behavioural (Beh) data individu-
ally as well as their combination in a stacked data ensemble model (Trad_HC and Trad_HC_Beh) under application of a linear SVM for a aver-
age AUC and b lift ( p = 1% ) on test data across all fivefold
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Fig. 5   Combining the data sources into data ensemble models. Additionally, the best performances of the individual data sources are repeated 
for convenience. Results showing the a AUC and b lift ( p = 1% ) performance across fivefold of test data
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Fig. 6   SAD declaration form retrieved from [13]
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compliant operators, which has many benefits (e.g. less con-
trol of their goods). The automated procedure to assign a risk 
score to each operator can be helpful in checking whether 
an AEO is really complying with the formal standards. In 
a dynamic fraud environment, it is not excluded that AEOs 
change their behaviour to non-compliant at some point in 
future. Our methodology allows changing risk scores over 
time by updating the models.

In reference to this project, Kristian Vanderwaeren, 
administrator general of the Belgian Customs and Excise, 
reported: “The collaboration with the University of Antwerp 
enables the General Administration Customs and Excise to 
integrate certain data sources which were until now only 
being used in a far less automated manner. This should lead 
to more efficient fraud detection models and could addition-
ally allow us to predict some relatively rare type of infringe-
ments such as on matters of (product) safety, environment 
and health. The cooperation allows the University of Ant-
werp to test their newest methods in a non-artificial and 
socially relevant context.”

In terms of future research directions, we note that 
anomaly detection techniques are rarely applied. Super-
vised methods are limited to the discovery of known 
fraud types (at classification time). Outlier detection 
techniques are able to target new types of non-compliant 
behaviour since, by assumption, fraudsters engage in 
a behaviour that deviates from the norm [12, 43]. In a 
dynamic fraud environment, a methodology should be 
developed that integrates supervised classification with 
outlier detection, random targeting and active learning. 
Besides the data available in a customs declaration, other 
types of data could be included in the predictive model-
ling effort which poses a challenge, such as image data 
(e.g. container scanning) or sensor data (e.g. tempera-
ture measurements of goods stored in containers). Also, 
more advanced feature selection or dimensionality reduc-
tion methodologies [24] exist than the t-statistic-based 
approach [44] adopted in this work. One may consider 
to employ more useful features to deal with the fraud 
detection task, such as the works of Zhang et al. [58] and 
Zheng et al. [59].
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Appendix 1: Single administrative document 
form

A blank SAD declaration form [13] is provided in Fig. 6. 
In Belgium, customs declarations are filed electronically 
by means of the PaperLess Douane en Accijnzen (PLDA) 
application.

Appendix 2: AdaBoost

Algorithm 1 presents the underlying AB boosting process 
for the EE technique that we have presented in Sect. 4.2.3. 

Appendix 3: Data ensembles

Table 7 presents the results shown in Fig. 5 in a tabular 
format.
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Table 7   Predictive 
performances for each data 
source individually and their 
combination

We refer to Tables 3, 5 (row SR_Corr_F, Source All) and 6 (row All_(EE)_SVM_F) for the outcomes on 
traditional, high-cardinality and behavioural data, respectively. Regarding data ensembles (Trad_HC and 
Trad_HC_Beh), high-cardinality data are included by assigning the SR_Corr (see Eq. 4) value to each cate-
gory of this attribute. Behavioural data are included by pre-training predictive models on the sparse matrix 
representations and including the output scores as features in the final predictive model. The Full version 
(no training data split) is adopted. We also employ a feature selection (FS) phase, where the 20% most 
predictive features according to t test statistic are retained. Results showing the average AUC (top) and lift 
( p = 1% ) (bottom) performance on test data across all fivefold with standard deviations between brackets. 
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