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ABSTRACT Unit commitment is fundamental to power system operations, and the problem model is more
precise with the consideration of AC power flow constraints. However, unit commitment with AC power
flow constraints (ACUC) is intractable, and new formulations and methods that can improve the solution
efficiency are still desired. In this paper, we propose a new optimization formulation for ACUC that is based
on the inherent semi-continuous variables. Instead of using auxiliary binary variables that indicate the on/off
states of generating units, we directly utilize the semi-continuous variables to describe the operation levels
of units, and the overall problem is reformulated without changing the original logical relation except for
few and close approximations. Therefore, it reduces the number of variables and simplifies the search space
compared with the commonly used binary paradigm. As an important result, the proposed formulation can
leverage commercial solvers to obtain a solution more effectively. The numerical experiments on the IEEE
39- and 118-bus test systems and a large-scale 739-bus system demonstrate the effectiveness of our model
and method.

INDEX TERMS AC power flow, power system modeling, semi-continuous variable, unit commitment.

I. INTRODUCTION
Unit commitment (UC) [1]–[3] is the determination of a cost-
effective generation schedule of units that is subject to satisfy-
ing load demand and other constraints such as physical limits
of generators. In recent decades, more attention has been
paid to security-constrained unit commitment (SCUC) or
network-constrained unit commitment (NCUC), which takes
the network constraints of the power system, such as power
flow and bus voltage, into account. A UC model considering
the network constraints was constructed in [4], which also
included the demand-side resources and carbon emissions
trading. A new SCUC formulation with binary variables
modeling the active or inactive transmission line status was
developed in [5]. A two-stage formulation for the day-ahead
network-constrained unit commitment with demand response
was proposed in [6], whose objective was to maximize the
social welfare. The continuous-time unit commitment prob-
lem and its applications were studied in [7]–[9], which cap-
tured sub-hourly variations and ramping of load instead of the
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piecewise constant load curve. A UC problem with dynamic
ramp limits, which were a function of the unit’s generating
output, allowing intra-period ramp-rate changes was consid-
ered in [10] so that the units’ flexibility could be managed
more efficiently. Typically, it leads to two categories of SCUC
models with respect to different representations of the net-
work: UCwithDC power flow constraints (DCUC) [11], [12]
and UC with AC power flow constraints (ACUC) [6], [13].
DCUC is easier to handle by using linear network constraints,
but it ignores the effects of reactive power and bus volt-
ages, and thus it requires an ex-post correction considering
AC power flow constraints [14]. As a consequence, further
rescheduling processes may be undertaken [15]. ACUC is a
more precise model reflecting the system conditions, and it is
meaningful as the operating conditions becomemore stressed
with the development of various interconnected power sys-
tems, which, for example, may cause voltage problems [16].
However, ACUC is generally hard to solve. As reliability
is essential to system operation and a method of processing
ACUC is still needed, we focus on ACUC in this work.

Formulations of UC are usually a class of mixed integer
programming (MIP) problems, where the discrete variables
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are basically the binary variables representing the on/off state
of each generator at each time interval [17]. Several studies
have introduced other related binary variables to identify
startup and shutdown changes [18], [19]. Instead of directly
representing the on/off status, Atakan et al. [19] defined a
new set of binary variables to indicate whether a generator
remains operational in a time slot, and proposed a new state
transition UC formulation. UC formulations with multi-set
binary variables are often intended to improve the tight-
ness (distance between relaxed and integer solutions) [18]
compared to formulations using single-set binary variables.
However, these problems can be computationally intensive
with more binary variables [17].

To reduce the combinatorial complexity of UC,
Tumuluru et al. [20] did not treat each on/off state as a
binary variable, but defined two feasible sub-paths for each
generator at equal intervals, which were the sequence of
on/off statuses satisfying pre-calculated minimum up and
down time constraints. Each sub-path was associated with
one binary variable to show whether it was selected. This
method required several pre-calculations and operations to
link the two sub-paths. Clustered UC was developed by
clustering similar and/or identical units [21], [22] to reduce
the computational cost. An integer variable with N + 1 states
was assigned to each cluster of N units (0 for offline). The
combinatorial state space was reduced, but this method was
not that beneficial when solving problems with a detailed
network representation, as clustering might be limited [22].
Convex relaxation through semi-definite programming (SDP)
relaxed the binary condition of an on/off state variable and
expressed it as a quadratic equation [23], [24]. The SDP
model might offer a solution against the integrality condition
when the relaxations were not exact, thus other procedures
were needed to obtain the final integer solution [23], [24].

All of the above papers that reformulated UC introduced
auxiliary discrete variables to describe the states of units in
addition to primary power-generation variables. In this paper,
we present a new ACUC formulation directly based on its
inherent semi-continuous variable [25], i.e., the power output
of a generator which takes any value of 0 ∪ [Pimin, Pimax]
that has a minimum output Pimin if it is scheduled online
(Pimax is the maximum output). Unlike existing models,
which usually give special attention to the on/off states of
generators, no auxiliary binary variables are used here, hence
the reduction of the number of decision variables and the
simplification of the search space. It can leverage commercial
solvers to provide a solution more effectively than the widely
used ACUC model.

The rest of the paper is organized as follows. In Section II,
we present a common ACUC formulation based on binary
variables in the literature. In Section III, we illustrate the rela-
tion between a binary variable and semi-continuous variable
in ACUC, and then discuss the new formulation. Case studies
on two IEEE test systems are presented in Section IV, and
Section V presents our conclusions.

II. BINARY-VARIABLE-BASED ACUC FORMULATION
The binary-variable-based ACUC formulation we present
here is mainly based on [23], [24], and [26], with small
refinements such that the binary variables simply appear in
linear terms.

In the following, i and�G are respectively the index and set
of generators; t and τ are indices of time intervals; �T is the
set of time intervals; NT is the total number of time intervals;
n and m are indices of buses; and �N is the set of buses.
Pi,t and Qi,t are variables of the active and reactive power
outputs, respectively, of unit i at time interval t; en,t and fn,t
are variables of the real and imaginary parts, respectively,
of the voltage of bus n at time interval t; ui,t is a binary
variable representing the commitment state of unit i at time
interval t , which equals 1 if online and 0 otherwise; and Csu

i,t
is a variable that denotes the startup cost of unit i at time
interval t . Pimin/Qimin and Pimax/Qimax are the lower and
upper limits, respectively, of active/reactive power outputs
of unit i; RUi and RDi are the maximum ramp-up and ramp-
down rates, respectively, of unit i; T i and Ti are the minimum
online and offline time, respectively, of unit i; DPn,t and D

Q
n,t

are the active and reactive loads, respectively, at bus n at
time interval t; Vn,min and Vn,max are the lower and upper
limits, respectively, of the voltage at bus n; Inm,max is the
maximum transmission current through line nm; �L is the
set of lines; SRt is the system spinning reserve requirement at
time interval t; and Gn,m and Bn,m are the real and imaginary
parts, respectively, of the nmth element of the admittance
matrix.

III. OBJECTIVE
The objective is to minimize the total production and startup
costs of all generating units during the given time horizon:

min
∑
t∈�T

∑
i∈�G

(aiui,t + biPi,t + ciP2i,t + C
su
i,t ), (1)

where ai, bi, and ci are production cost coefficients. The
startup cost is incurred if unit i is brought online at time
interval t [26]:

Csu
i,t ≥ σi(ui,t − ui,t−1) i ∈ �G, t ∈ �T (2)

Csu
i,t ≥ 0 i ∈ �G, t ∈ �T , (3)

where σi is the startup cost coefficient of unit i.

A. CONSTRAINTS
1) AC POWER FLOW EQUATIONS

Pn,t − DPn,t −
∑
m∈�N

[en,t (em,tGn,m − fm,tBn,m)

+ fn,t (fm,tGn,m + em,tBn,m)] = 0 n ∈ �N , t ∈ �T (4)

Qn,t − D
Q
n,t −

∑
m∈�N

[fn,t (em,tGn,m − fm,tBn,m)

− en,t (fm,tGn,m + em,tBn,m)] = 0 n ∈ �N , t ∈ �T . (5)
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2) LOWER AND UPPER LIMITS OF GENERATING UNITS

Piminui,t ≤ Pi,t ≤ Pimaxui,t i ∈ �G, t ∈ �T (6)

Qiminui,t ≤ Qi,t ≤ Qimaxui,t i ∈ �G, t ∈ �T . (7)

3) RAMP RATE CONSTRAINTS

Pi,t − Pi,t−1 ≤ RUi ui,t−1
+Pimin

(
1− ui,t−1

)
i ∈ �G, t ∈ �T (8)

Pi,t−1 − Pi,t ≤ RDi ui,t
+Pimin

(
1− ui,t

)
i ∈ �G, t ∈ �T . (9)

Specifically, Pimin corresponds here to the startup and
shutdown ramp rate [23] which is smaller than RUi and RDi .

4) MINIMUM ONLINE AND OFFLINE
DURATION TIME CONSTRAINTS
Once a unit is scheduled online/offline, it must remain in that
state for a specific period of time [24]:

ui,t = 1, t ∈ [1,max(0,T i − T
0
i )], i ∈ �G

(10a)

ui,t − ui,t−1 ≤ ui,τ , τ ∈ [t + 1,min(t + T i − 1,NT )],

t ∈ [max(0,T i − T
0
i )+ 1,NT ], i ∈ �G

(10b)

ui,t = 0, t ∈ [1,max(0,Ti − T0
i )], i ∈ �G

(11a)

ui,t−1 − ui,t ≤ 1− ui,τ , τ ∈ [t + 1,min(t + Ti − 1,NT )],

t ∈ [max(0,Ti − T0
i )+ 1,NT ], i ∈ �G,

(11b)

where T
0
i and T0

i denote the initial up and down duration
time, respectively. Note that if a unit has been kept online
(offline) before the current scheduling horizon, then T

0
i (T

0
i )

is the initial up (down) time and T0
i (T

0
i ) is recorded as Ti(T i).

For example, T
0
i = 3 and T0

i = Ti indicates the unit has been
kept online for 3 hours before the scheduling.

5) BRANCH CURRENT LIMITS

(G2
n,m + B

2
n,m)[e

2
n,t + f

2
n,t + e

2
m,t + f

2
m,t

− 2(en,tem,t + fn,t fm,t )] ≤ I2nm,max nm ∈ �L , t ∈ �T .

(12)

6) BUS VOLTAGE LIMITS

V 2
n,min ≤ e

2
n,t + f

2
n,t ≤ V

2
n,max n ∈ �N , t ∈ �T . (13)

The imaginary part of the voltage at the slack bus is set to
zero.

7) SPINNING RESERVE CONSTRAINTS
For any time period, the spinning reserve provided by all units
should meet the system spinning reserve requirement [23]:∑

i∈�G

(Pimaxui,t − Pi,t ) ≥ SRt t ∈ �T . (14)

IV. PROPOSED FORMULATION
A. BINARY AND SEMI-CONTINUOUS VARIABLES
Before discussing the proposed formulation, we will briefly
describe the relation between binary and semi-continuous
variables in ACUC. From (6), if a unit is scheduled online,
i.e., ui,t equals 1, it outputs active power within [Pimin,
Pimax]; otherwise, ui,t equals 0 and the active power output
is 0. In this way, the binary variable ui,t indicates whether a
unit is online. But ui,t is actually introduced as an auxiliary
variable for ACUC. We can certainly tell the on/off state of a
unit by Pi,t alone: it is online when Pi,t ∈ [Pimin,Pimax], and
it is offline when Pi,t is 0. As stated, Pi,t can take any value
of 0 ∪ [Pimin,Pimax], and is a semi-continuous variable.

In Figs. 1(a) and (b), we show the feasible regions of
Pi,t alone, and Pi,t and ui,t coupled, respectively, to simply
explain the relation between them. The feasible regions of
Pi,t are depicted in red dots and red lines, and those of ui,t
are plotted in green squares. We can see that the search space
becomesmore complicated whenPi,t is coupled with a binary
variable.

FIGURE 1. Feasible regions. (a) P alone. (b) P and u coupled.

FIGURE 2. Different mechanisms of binary and semi-continuous
variables.

Fig. 2 further illustrates the different mechanisms under-
lying binary and semi-continuous variables in ACUC. For
instance, suppose Pimin = 10 (MW), Pimax = 50 (MW), and
we have ui,t = 0.9, Pi,t = 45 (MW) at the time. Although
ui,t is close to 1, it is still fractional, thus it needs to undergo
further procedures to achieve integrality. However, we note
that Pi,t is already within its lower and upper limits and
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needs no further procedure to determine whether the unit is
on or off.

To simplify the whole MINLP problem, we reformulate
ACUC based on its semi-continuous variables without using
auxiliary binary variables.

B. FORMULATING THE CONSTRAINTS
AND OBJECTIVE FUNCTION
As the new formulation is mainly meant to deal with Pi,t
and ui,t , the key components are the constraints concerning
generator operation, which are presented first and followed
by the objective function. The power flow constraints and
voltage limits, i.e., constraints (4), (5), (12), and (13), remain
unchanged.

1) LOWER AND UPPER LIMITS OF GENERATING UNITS
The lower and upper limits of Pi,t are the feasible region of
the semi-continuous variable, and the limits of Qi,t should
satisfy: a) if the unit is offline (Pi,t is zero), then Qi,t is zero;
b) if the unit is online (Pi,t ≥ Pimin), then Qi,t is within its
limits. We meet these requirements by:

Pi,t ∈ 0 ∪ [Pimin,Pimax] i ∈ �G, t ∈ �T (15){
Qimin ≤ Qi,t ≤ Qimax

−M · Pi,t ≤ Qi,t ≤ M · Pi,t
i ∈ �G, t ∈ �T , (16)

where M is a large number known as the ‘‘big-M.’’ When
Pi,t ≥ Pimin, the region of [−M · Pi,t , M · Pi,t ] includes
[Qimin, Qimax], thus forcing Qi,t within its original lower and
upper limits. Note that Qimin is assumed to be non-positive
here.
In the case that Qimin is positive for some generators,

the interval of [Qimin, Qimax] does not include zero thus (16)
will be false when the generator is supposed to be offline.
Hence, for this kind of generator, Qi,t is also regarded as a
semi-continuous variable, and the constraint Qimin ≤ Qi,t ≤
Qimax in (16) should bemodified asQi,t ∈ 0∪[Qimin,Qimax].

2) RAMP RATE CONSTRAINTS
To eliminate the binary variables in (8) and (9), we have{

Pi,t − Pi,t−1 ≤ RUi
Pi,t − Pi,t−1 ≤ Pimin +M · Pi,t−1

i ∈ �G, t ∈ �T

(17){
Pi,t−1 − Pi,t ≤ RDi
Pi,t−1 − Pi,t ≤ Pimin +M · Pi,t

i ∈ �G, t ∈ �T ,

(18)

where similarly, M is meant to make a unit obey its original
ramp-up and ramp-down rate limits when there is no oper-
ational state change. To better understand the state changes
of a unit that is described by Pi,t according to the ramp rate
constraints, we demonstrate it in Fig. 3. A unit is started up at
time interval t when Pi,t−1 is zero and Pi,t equals Pimin; and
it is shut down at time interval t when Pi,t−1 equals Pimin and
Pi,t is zero, which are the same as the binary-variable-based
model.

FIGURE 3. State changes described by P .

3) MINIMUM ONLINE AND OFFLINE
DURATION TIME CONSTRAINTS
Constraints (10) and (11) can be reformulated as:

Pi,t ≥ Pimin, t ∈ [1,max(0,T i−T
0
i )],

i ∈ �G (19a)

Pimin(Pi,t − Pi,t−1) ≤ Pi,t · Pi,τ +M · Pi,t−1,

τ ∈ [t + 1,min(t + T i − 1,NT )],

t ∈ [max(0,T i−T
0
i )+1,NT ],

i ∈ �G. (19b)

Pi,t = 0, t ∈ [1,max(0,Ti − T 0
i )],

i ∈ �G (20a)

Pi,t−1 − Pi,t ≤ Pimin − Pi,t−1 · Pi,τ +M · Pi,t ,

τ ∈ [t + 1,min(t + Ti − 1,NT )],

t ∈ [max(0,Ti − T 0
i )+ 1,NT ],

i ∈ �G. (20b)

Therefore, when the initial up/down time is less than the
minimum up/down time constraints, the unit is forced to
be on/off at the beginning of the scheduling horizon. For
instance, if T i = 8 and T

0
i = 3, then Pi,t should be no less

than Pimin from hour 1 to hour 5 according to (19a), i.e., the
unit will be kept online for the first 5 hours. And from hour 6,
the unit has to meet the ordinary up/down time limits. For
example, when unit i is started up at time interval t , i.e., Pi,t−1
is zero and Pi,t equals Pimin, then from (19b), we have that
Pi,τ will be no less than Pimin during the following Ti − 1
time intervals, i.e., the unit will remain online. Moreover,
when unit i is shutdown at time interval t , i.e., Pi,t−1 is Pimin
and Pi,t equals zero, then from (20b), we have that Pi,τ will
be no greater than zero during the following T i − 1 time
intervals, i.e., the unit will remain offline. And if there is not
a state change, Pi,τ can either take any value or the ramp rate
constraints are actually active.

4) SPINNING RESERVE CONSTRAINTS
The spinning reserve constraints can be approximated as:∑

i∈�G

[Pimax ·
Pi,t

Pi,t + ε
− Pi,t ] ≥ SRt t ∈ �T , (21)

where ε is a small positive number close to zero. The first
term in the square brackets of (21) is approximately equal to
Pimax when Pi,t > 0.
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5) STARTUP COST CONSTRAINTS
The startup cost at time interval t is only incurred when there
is a startup state transition, which means Pi,t−1 must be zero
and Pi,t is Pimin. Thus (2) can be replaced by:

Csu
i,t ≥

σi

Pimin
(Pi,t − Pi,t−1 −M · Pi,t−1) i ∈ �G, t ∈ �T ,

(22)

combined with

Csu
i,t ≥ 0 i ∈ �G, t ∈ �T . (23)

The M · Pi,t−1 part in (22) is to avoid wrongly counting a
startup cost when Pi,t > Pi,t−1 ≥ Pimin, because it can force
the right side of (22) to be negative such that (23) will be truly
active.

6) OBJECTIVE FUNCTION
Like (21), the objective function can be expressed as:

fgen(Pi,t ) ≈ ai ·
Pi,t

Pi,t + ε
+ bi · Pi,t + ci · P2i,t + C

su
i,t , (24)

Thus, when Pi,t > 0, the first term of (24) is very close to ai.
In summary, the new ACUC formulation with semi-

continuous variables is:

min
∑
i∈�G

∑
i∈�T

fgen(Pi,t )

s.t. (4), (5), (12), (13), (15)− (23). (25)

C. SETTING OF PARAMETER M
The proposed formulation has some big-M parameters in
it, and parameters that are too large can affect the solution
of ACUC obtained by a solver. Therefore, we discuss the
parameters used in this work.

1) M FOR REACTIVE POWER GENERATION
If Pi,t is not zero, then Pi,t ≥ Pimin, due to its semi-
continuous character, or Pi,t /Pimin ≥ 1. Thus, forQimin ≤ 0,
if we set M in (16) as:

Qimin

Pimin
· Pi,t ≤ Qi,t ≤

Qimax

Pimin
· Pi,t , (26)

then the region of Qi,t constrained by (26) will include
[Qimin, Qimax] whenever Pi,t ≥ Pimin.

For Qimin > 0, the left side of (26) will be larger than the
original Qimin when the unit is online. In this case, (26) can
be set as:

Qimin

Pimax
· Pi,t ≤ Qi,t ≤

Qimax

Pimin
· Pi,t , (27)

where Pi,t /Pimax ≤ 1, thus the left side of (27) will be less
than Qimin but greater than zero when Pi,t is positive.

2) M FOR RAMP RATE CONSTRAINTS
Following the idea described above, the values of M in (17)
and (18) are set such that the right sides of the constraints will
be greater than the original maximum ramp rates:

Pi,t − Pi,t−1 ≤ Pimin +
RUi − Pimin

Pimin
· Pi,t−1 (28)

Pi,t−1 − Pi,t ≤ Pimin +
RDi − Pimin

Pimin
· Pi,t . (29)

3) M FOR MINIMUM ONLINE/OFFLINE
DURATION TIME CONSTRAINTS
M can influence these constraints only when a unit remains
online, i.e., when Pi,t−1 and Pi,t ≥ Pimin, and the constraints
should not affect the correct ramp rate limits. The maximum
value of the left side of (19) can be PiminRUi , and the mini-
mum value of Pi,tPi,τ can be zero, thus we needM ·Pi,t−1 ≥
PiminRUi . Since it is the case when Pi,t−1 ≥ Pimin, then M is
set as:

Pimin(Pi,t − Pi,t−1) ≤ Pi,t · Pi,τ + RUi · Pi,t−1. (30)

The maximum value of the left side of (20) can be RDi ,
and the minimum value of Pimin − Pi,t−1Pi,τ can be Pimin −

PimaxPimax, thus we needM ·Pi,t ≥ RDi +PimaxPimax−Pimin.
Then M is set as:

Pi,t−1 − Pi,t ≤ Pimin − Pi,t−1Pi,τ

+
RDi + PimaxPimax − Pimin

Pimin
· Pi,t . (31)

4) M FOR STARTUP COST CONSTRAINTS
Since M is introduced in case Pi,t > Pi,t−1 ≥ Pimin for (22)
to make its right side negative, and Pi,t − Pi,t−1 is no greater
than RUi due to the ramp-up rate limit, M can be set as:

Csu
i,t ≥

σi

Pimin
(Pi,t − Pi,t−1 −

RUi
Pimin

· Pi,t−1). (32)

V. CASE STUDIES
We present numerical results on two IEEE test systems and a
large-scale system in China to assess the effectiveness of the
proposed formulation andmethod. The problems were solved
through GAMS 24.3.3 [27] on a Dell Precision workstation
equipped with a 3.50 GHz Intel Xeon CPU E3-1270 and
32 GB RAM.

In addition, NT was set at 24 intervals and ε was set
to 0.01. In the following, the ACUC formulation with binary
variables is denoted by B-ACUC, and the new proposed
formulation based on semi-continuous variables is denoted
by S-ACUC. In GAMS, the B-ACUC and S-ACUC problems
were solved by the SBB solver [28], which is based on the
standard branch-and-bound (B&B) method, combined with
the CONOPT solver [29], which was used to solve the corre-
sponding nonlinear subproblems (which were in fact multi-
period AC optimal power flow problems in this work), with
default parameters except that the time limit was increased
to 20 hours. It is worth mentioning that SBB + CONOPT
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FIGURE 4. Fractional variables. (a) Binary variable. (b) Semi-continuous
variable.

FIGURE 5. Branching and node creation. (a) Binary variable.
(b) Semi-continuous variable.

may find a local optimum, but it can provide solutions of
the relatively large-scale ACUC problems more effectively.
We also tested the BARON solver [30] for B-ACUC, but it
hit the time limit in our cases before it could offer a solution.

In addition to CPU time and the objective cost, several
indicators generated during the process of B&B were used
to evaluate the performance of B-ACUC and S-ACUC:
• Fractional variables: According to [19], the number of
fractional variables in the continuous relaxation NLP
problem can reflect the tightness of a formulation.
By solving a relaxed nonlinear programming (NLP)
problem of the original B-ACUC or S-ACUC, namely,
the binary variables ui,t are relaxed to [0, 1] and the
semi-continuous variables Pi,t are relaxed to [0, Pimax],
fractional solutions are recognized, which belong to
(0, 1) for ui,t and (0, Pmin) for Pi,t . Fig. 4 explains the
definition of fractional variables. And for ui,t or Pi,t
with fractional values, B&B will perform branching and
create two new nodes as illustrated in Fig. 5, during
which bounds are added to create new nodes, where x is
the variable and x f demotes the current fractional value.
These steps are repeated until the final solution is found.
In other words, a smaller number of fractional variables
means a larger percentage of binary/semi-continuous
solutions for the original variables ui,t /Pi,t in the
relaxed NLP problem. Thus, a more effective search can

be confirmed. We supplemented this feature by provid-
ing the number of nodes visited by the SBB solver. It is
worth mentioning that fractional variables are defined
according to the temporary results of binary or semi-
continuous variables in the solution process, and at the
end of the calculation, all the fractional variables become
binary or semi-continuous.

• Integrality gap: Analogous to [18], the integrality gap,
defined as (ZFINAL-ZNLP)/ZFINAL, can measure the
tightness of a formulation as well, where ZNLP is the
objective value of the original relaxed NLP problem,
and ZFINAL is that of the final solution. The reason is
that a tighter formulation often provides a larger ZNLP
value (strong lower bound) which is closer to ZFINAL,
leading to a smaller gap. However, the relaxed NLP
problem for ACUC may be trapped in a local optimum
by a solver, with the result that the obtained ZNLP is
greater than its true value. Also, it is difficult to solve
the problem for its global optimum but within an optimal
tolerance in practice, thus, the objective costs obtained
from the models may differ from each other. Neverthe-
less, we used the better value obtained from the two
formulations to represent ZFINAL, using ZNLP as found
by the solver to calculate the gap (locally).

A. RESULTS ON 39-BUS 10-UNIT SYSTEM
To measure the computational performance of S-ACUC and
verify the accuracy of the reformulation, we studied this
system. The parameters of generators were set as follows:
a) Qimax, Qimin, and Pimax were acquired from the web-
site motor.ece.iit.edu/data/data39.xlsx; b) ramp-up and ramp-
down rates were set as 70% of Pimax; c) Pimin, minimum
up/down time, and cost coefficients were from [31] corre-
sponding to the sequence of Pimax. The normalized daily load
profile was also from [31].

TABLE 1. Computational performance of the models in the 39-Bus
system.

In Table 1, we summarize the objective cost, CPU time,
integrality gap (int-Gap), number of fractional variables along
with the total number of discrete variables (# of Frac./Disc.),
and number of nodes (# of Nodes) visited by the SBB solver
for each model. To maintain a fair comparison, the objective
cost of S-ACUC was transferred to the value of the orig-
inal quadratic production cost, which was calculated after
the schedule plan was determined, although the approxima-
tion was rather close. The comparisons of these indices are
depicted in Fig. 6 in terms of the ratios with respect to the
results of B-ACUC, which are always represented as 100%.
From Table 1 and Fig. 6, we can observe that the objective
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FIGURE 6. Comparisons of computational performance in the 39-bus
system. (a) Binary variable. (b) Semi-continuous variable.

costs obtained from B-ACUC and S-ACUC are close to
each other, but other mentioned indices of S-ACUC are
much smaller and better than those of B-ACUC. Particularly,
the number of fractional solutions is 85% fewer, and the CPU
time decreases by 90%.

The smaller gap and fewer fractional solution numbers of
S-ACUC suggested that it had a tighter characteristic than
B-ACUC, thus the search space for the solver to explore
for an integer solution was reduced. Besides, the number of
nodes visited by SBB reflected the number of NLP problems
that were solved, hence the overall problem scale solved for
S-ACUCwas smaller than for B-ACUC.As a result, S-ACUC
could provide a solution in much less time than B-ACUC,
which was consistent with the index values.

Fig. 7 displays the generation schedules of active power
for S-ACUC, to verify our reformulation. The outputs of all
units are plotted in Fig. 7(a). The cost-effective units with
higher capacity are scheduled online all day long, providing
a large amount of the power to reduce the total generation
cost. Other units are scheduled more flexibly, with output
power almost following the load curve without violating the
operating limits.

Taking unit 4 as an example, the startup and shutdown ramp
rate of this unit is 25 MW/h, which is the same as its lower
output limit. In Fig. 7(b), we can see that the unit starts up
in hour 7 and shuts down in hour 23, so the power outputs
in hours 7 and 22 should be 25 MW, which is corroborated
by the figure. Moreover, the largest ramp-up rate in Fig. 7(b)
is 310.50 MW/h, and the largest ramp-down value is 384.80
MW/h. And the maximum ramp-up and ramp-down rate of
this unit is 547.68 MW/h, so the ramping constraints are
obeyed.

The minimum up and down time constraints are not obvi-
ous from Fig. 7(b), because the unit only starts once due to
the comparatively high startup cost. To further verify these
constraints, we ignored all the startup costs of the units,
hence, a schedule plan with more state changes was obtained.
The updated output of unit 4 is depicted in Fig. 8, and we
can find that this unit is in startup again in hour 19 after
it is shutdown in hour 16. It has been scheduled offline
in hours 16, 17, and 18, which meets its minimum down
time limit, i.e., 3 hours. Besides, the largest ramp rate as

FIGURE 7. Active power generation for S-ACUC in the 39-bus system.
(a) Outputs of all units. (b) Output of unit 4.

FIGURE 8. Output of unit 4 ignoring startup costs.

shown in Fig. 8 is 529.40 MW/h, which is also within its
maximum ramp rate limit.

B. RESULTS ON 118-BUS 54-UNIT SYSTEM
To better test the effectiveness of S-ACUC, we inves-
tigated this system with a larger size. The normalized
daily load profile was acquired from [32], and the param-
eters of generators were downloaded from the website
motor.ece.iit.edu/data/118_UMP.xls.

The computational performance of the models is listed
in Table 2, and the results are plotted in Fig. 9 in terms of
ratios. Conclusions similar to those of the 39-bus system can
be drawn. S-ACUC was solved quickly by the SBB solver,
which reached a similar solution but spent only 22% of the
time compared to B-ACUC. Unsurprisingly, the values of the
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TABLE 2. Computational performance of the models in 118-Bus system.

FIGURE 9. Comparison of computational performance in the 118-bus
system.

TABLE 3. Computational performance of the models in 739-Bus system.

integrality gap, number of fractional variables, and number
of nodes visited were all smaller than those of B-ACUC. The
proposed formulation, S-ACUC, did not lose effectiveness
in this system, but still outperformed the original B-ACUC
formulation, especially regarding CPU time.

C. RESULTS ON 739-BUS 124-UNIT SYSTEM
To further compare the performance of B-ACUC and
S-ACUC, we studied a large-scale test system with
739 nodes, 124 generators, and 867 branches, which was
a reduced China Southern Power Grid. Table 3 presents
the computational performance of B-ACUC and S-ACUC.
From this, we can see that the SBB solver failed to solve
B-ACUC within the time limit. By contrast, the problem was
successfully solved using S-ACUC. Overall, the S-ACUC
model was solved more effectively than by B-ACUC, and
the computational performance was significantly improved.

D. COMPARISON WITH DIFFERENT
B-ACUC FORMULATIONS
Besides the B-ACUC formulation presented in Section II,
which is based on one set of binary variables (1-bin), there
are other B-ACUC formulations that use three sets of binary
variables (3-bin) or a relaxed version of it (R3-bin), i.e., the
binary variables for startup and shutdown changes are relaxed
to the continuous interval [0,1] in UC [18]. We compared
these 1-bin, 3-bin, R3-bin, and semi-continuous formulations
for ACUC to further investigate their computational perfor-
mance. B-ACUCs all failed to be solved in the large-scale

TABLE 4. Computational performance of different ACUC formulations.

FIGURE 10. Comparison of computational time.

739-bus system. Table 4 summarizes the general results
for the 39- and 118-bus test systems obtained by SBB.
Fig. 10 displays the ratios of the computational time spent
by the B-ACUCs to that of S-ACUC, which is always
represented as one.

In Table 4, we note that R3-bin was more effective than
3-bin in these two cases as R3-bin provided lower-cost oper-
ation plans in less CPU time than 3-bin. In the 39-bus system,
the computing time of 1-bin and R3-bin was almost the
same; but in the 118-bus system, 1-bin performed better than
R3-bin, which indicated that the R3-bin model was more
complex to solve due to the larger number of variables. And
the proposed S-ACUC, which provided economical operation
plans in these cases and required the least computing time,
showed its advantages, especially in the large-scale problem.

VI. CONCLUSIONS
In this work, we propose a new formulation for ACUC based
on its inherent semi-continuous variables, namely, the active
power outputs of units, with few and close approximations
compared to the commonly used binary paradigm. This new
formulation directly describes the operation levels and state
changes of units through semi-continuous variables, in lieu of
auxiliary binary variables to represent the on/off states, thus
reducing the number of variables. Comparisons with different
ACUC formulations have been investigated. According to
the case studies, the proposed formulation is verified and
can leverage commercial solvers to obtain a solution more
quickly.
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